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Numerical modeling of pulse combustor tail pipe heat transfer
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Abstract

Multi-dimensional simulations of turbulent flow in a pulse combustor tail pipe were performed using the meth-

odology of computational fluid dynamics (CFD) analysis. The flow in a pulse combustor tail pipe is complicated by

periodic reversals amid large rates of convective heat transfer from the walls. The performance and limitations of two

conventional quasi-steady near-wall turbulence models in predicting the wall heat transfer are presented. Within the

context of a CFD-methodology, a flow-based near-wall turbulence model is proposed. Its capability for predicting heat

transfer under oscillatory flow conditions is discussed.
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1. Introduction

Pulse combustion is driven and sustained by resonant

pressure waves. Fig. 1 is a sketch of a simple pulse

combustor, hereafter referred to as P-C. At the begin-

ning of each cycle, fuel and oxidant are admitted into the

reaction chamber by the opening of the pressure-oper-

ated one-way valve. Upon ignition, a compression wave

travels along the tail pipe and reflects off as an expansion

wave from the open end. The expansion wave returns

and reflects off the closed end of the reaction chamber as

another expansion wave. This lowers the pressure in the

reaction chamber causing the valve to open and admit

fresh charge. Meanwhile, the expansion wave returns to

the reaction chamber as a compression wave after

reflection from the open end of the tail pipe. If the

ignition of the fresh charge is synchronized with the

return of the compression wave the cycle becomes self-

sustaining, causing a periodically reversing oscillatory

motion of the gases in the tail pipe.
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For several applications, P-Cs offer distinct advan-

tages over conventional combustion devices, the most

notable of which is an observed increase in the heat

transfer rate through the walls of the reaction chamber

and tail pipe [1–3]. Higher wall heat transfer rates

translate into reduced size and cost of pulse combustion

devices used for heating applications. The oscillatory

motion of the products of combustion during each cycle

improves reactant mixing. This enhances combustion

efficiency and reduces the excess air requirement, apart

from reducing the formation of soot, un-burnt hydro-

carbons and carbon monoxide. Higher heat transfer

rates imply that P-Cs can be operated at relatively lower

temperatures. This minimizes the formation of oxides of

nitrogen. Low quality fuels can be used since the com-

bustion process is improved in the presence of large

oscillations. P-Cs have a few disadvantages that, fortu-

nately, can be taken care of relatively easily. Mechanical

vibration in the structural components due to flow-in-

duced resonance is one main drawback. However, with

improved isolation devices and physical design of the

system, mechanical vibrations can be controlled.

In this paper, the focus is on the heat transfer be-

tween the products of combustion and the walls of the

tail pipe. Tail pipe heat transfer directly impacts P-C

performance and is important for heating applications
ed.
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Nomenclature

Aþ Turbulence length scale damping factor

B amplitude of velocity oscillations

fs wall-function coefficient for shear stress

h convective heat transfer coefficient

H channel half-height

k turbulence energy

l turbulence length scale

Nu Nusselt number

P pressure

Pk turbulence kinetic energy produc-

tion¼ ltðdU=dyÞ2
Pr Prandtl number

q00 heat flux

Re Reynolds number

t time

T temperature, cycle time-period

u� characteristic velocity of the turbulent wall

layer¼C1=4
l k1=2max

us friction velocity¼ðsw=qÞ1=2
U stream-wise fluid velocity

Ue stream-wise fluid velocity external to the

boundary layer

V bulk fluid velocity

x stream-wise coordinate

y span-wise coordinate

Greek symbols

c amplitude parameter

e turbulence dissipation rate

l molecular fluid viscosity

lt turbulence viscosity

m kinematic viscosity

q fluid density

s shear stress, normalized time¼ t=T
x frequency of oscillation

Subscripts

a amplitude

avg average

D hydraulic diameter

g gas

m mean

osc-max maximum oscillation amplitude

q.s. quasi-steady

rms root mean square

w evaluation at the wall

Superscripts

n exponent

+ dimensionless turbulence scaling

A B C D

Fig. 1. Schematic diagram of a Helmholtz-type pulse combus-

tor: A–– combustion chamber, B––transition section, C––tail

pipe, D––acoustic de-coupler.
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of P-Cs. Despite the significant amount of research that

has been performed on P-Cs to date most of it has been

focused on the overall performance characteristics.

Hence the basic mechanisms causing heat transfer

enhancement under certain operating conditions are

poorly understood. One reason for this is the complexity

of the flow field in the tail pipe: it is multi-dimensional,

periodic and highly turbulent. To complicate matters

further, fluid properties are variable and energy addition

occurs in time scales comparable to the fluid motion.

Consequently, a model capable of predicting tail pipe

heat transfer rates over a range of operating conditions
is unavailable. Such a model is essential to pulse com-

bustion system simulations that are being developed as

practical design tools. Pulse combustion systems devel-

oped using trial-and-error approaches rely on data

accumulated from experience gained by building and

operating such devices. Such approaches cannot pro-

duce optimal designs. If the effects of the P-C operating

parameters on the heat transfer can be found, these can

be used to optimize the combustor performance over its

complete operating range and help in P-C design.
2. Overview of tail pipe heat transfer research

Research contributions to pulse combustion and heat

transfer under oscillatory flow conditions can be broadly

classified into three categories.

2.1. Experimental studies

Martinelli et al. [4] were the first to observe an in-

crease in the heat transfer rates for flows in the laminar

regime. No significant increase in heat transfer rates was

observed for turbulent flows. Using a gas-fired P-C,

Hanby observed heat transfer enhancement of as much



S. Thyageswaran / International Journal of Heat and Mass Transfer 47 (2004) 2637–2651 2639
as 240% over the corresponding steady flow [5]. Galit-

seyskiy and Ryzhov [6] report higher increases in heat

transfer rates (as much as five times) in high frequency

turbulent gas flows. However, other investigators report

a decrease in heat transfer rates when compared to the

corresponding steady flow values [7,8]. While in some

instances the comparison with steady flow heat transfer

rates was made using results obtained with the same

arrangement that was used in the pulsing flow experi-

ments, a more important explanation for the apparent

inconsistency is that the operating parameters differed in

all the studies. The results of several other investigations

available in the literature are noteworthy [9–13]. In the

early experimental studies the data were mostly obtained

using mechanical pulsing devices at low frequencies. The

more recent experiments have been performed at high

frequencies under acoustic resonance conditions in a gas

phase. A few empirical correlations for heat transfer in

pulsing turbulent flows have also been proposed [14,15].

Such contributions provide useful tools for estimation of

heat transfer rates, but do little by way of explaining the

fundamental mechanisms responsible for heat transfer

enhancement (or reduction) under pulsing flow condi-

tions.

A detailed experimental study of pulse combustion

was undertaken by Dec and Keller at Sandia National

Laboratories [2]. The amplitude and frequency of the

pulsations and the mean flow rate were varied system-

atically, in order to determine their influence on heat

transfer. For a constant mean flow Reynolds number,

Rem, the Nusselt number, Nu, increased almost linearly

with the pulsation frequency, x, and amplitude. For a

given x and amplitude it was observed that Nu
enhancement decreased with an increase in Rem. The

Sandia data has also been empirically correlated [16].

2.2. Analytical studies

Barnett and Vachon [17] analyzed the fully developed

pulsating flow in a tube. They concluded that mean flow

transients only increase heat transfer for low-frequency

high-amplitude oscillations. At higher x, the effect was

to lower Nu below the corresponding steady flow value.

Lee et al. [18] mathematically modeled a low-amplitude

P-C using a Helmholtz resonator approach. One major

simplification is to treat periodic flow as if it were steady

at the instantaneous velocity. This ‘‘quasi-steady’’ ap-

proach implies that the flow attains equilibrium in a time

scale that is much less than the cycle time period. This

would only be possible if the frequency and amplitude of

the imposed fluctuations are negligibly small. P-Cs

operate in frequency and amplitude ranges that are far-

removed from the quasi-steady limit. In spite of this,

quasi-steady theory has found favor amongst many

researchers, due to the lack of a suitable alternative

approach.
The extension of quasi-steady theory to oscillating

flows is best illustrated by the use of the steady flow

Dittus–Boelter correlation [19]. Assuming the fluid

velocity oscillates in a sinusoidal manner about a mean

value Vm the correlation is re-written as

NuDðtÞ ¼ CPrnðD=mÞ0:8ðVmj1þ B cosxtjÞ0:8: ð1Þ

The modulus insures that even when B > 1, NuD re-

mains positive. Integration over a complete cycle yields

the quasi-steady estimate, which is dependent only on

the amplitude, B, and not the frequency, x. The use

of the Dittus–Boelter correlation imposes other restric-

tions on the use of Eq. (1) to study heat transfer in

pulsing tail pipe flows. First, the pressure gradient

cannot be considered negligible, since the velocity

oscillations are driven by an oscillating pressure gra-

dient. Second, the wall temperature must be indepen-

dent of the stream-wise position, x. In practice, this

condition is not fulfilled either. Clearly, the applica-

bility of the quasi-steady theory for tail pipe heat

transfer, in the manner des- cribed above, is highly

questionable.

2.3. Numerical simulations

Many researchers have numerically simulated P-C

operation. These include 1-D simulations of the flow in

the reaction chamber and tail pipe, and combustion

simulation, using the method of characteristics [20–23].

In this method, the equations are simplified by neglect-

ing wall friction, wall heat flux and energy release during

combustion. These assumptions are clearly very restric-

tive, since wall friction and heat transfer are enhanced

by the presence of turbulence in the tail pipe flow, and

change the entropy of the gas. Barr et al. studied P-C

flows using a 1-D method that accounted for wall fric-

tion and heat transfer [24]. Their model requires data for

the time-varying energy release and gas injection, which

was supplied by experimental measurements. 1-D sim-

ulations are easy to implement in a numerical scheme,

but by integrating the governing equations over the flow

cross-section valuable information pertaining to varia-

tion of velocity and temperature across the flow is lost.

The resulting solutions depend heavily on the wall flux

information supplied. In many instances, unless this

information is available a priori through experiments, it

has to be supplied through steady flow correlations.

Consequently the performance of the model becomes

difficult to judge. In particular, if the aim is to under-

stand the fundamental mechanisms that cause wall heat

transfer enhancement in the presence of flow pulsations,

1-D models are inadequate. Numerical simulations of

oscillatory flows have been performed by Stosic and

Hanjalic [25], and Koehler et al. [26]; however, neither of

these studies deals specifically with pulse combustion.



Table 1

Salient operating conditions for baseline flow

Rem Prms/kPa x/Hz Length/mm

Baseline pulsing

flow

3750 7.4 83 880

Non-pulsing flow 3500 * * 880
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3. Objectives of the study

From the preceding section the need for a compre-

hensive heat transfer model that captures the essential

physics of P-C tail pipe flow becomes clear. A powerful

tool available for this purpose is multi-dimensional CFD

analysis. The Sandia experiments [2] were chosen for the

numerical simulations, with the following objectives:

1. Identify the mechanisms governing heat transfer in

turbulent compressible pulsing flows, as exemplified

by the P-C tail pipe flow.

2. Within the context of a multi-dimensional CFD

methodology, develop a flow-based heat transfer

model to properly represent the physics governing

the P-C tail pipe flow.

3. Demonstrate the ability of the model to predict tail

pipe heat transfer over a broad range of P-C operat-

ing conditions.

Predictions of tail pipe heat transfer were first ob-

tained using a conventional two-equation turbulence

model. The use of the conventional model revealed some

of its inherent deficiencies for simulating P-C tail pipe

flows. An alternative, quasi-steady near-wall turbulence

model known as the boundary layer wall model [27] was

implemented in the CFD analysis code. Based on its

predictions, improvements to the boundary layer wall

model were made to incorporate the effects of adverse

and favorable pressure gradients on tail pipe heat

transfer. The improved, flow-based model is referred to

as the Unsteady Wall Layer Model. Tests over a range

of typical P-C operating conditions indicate that the

unsteady wall layer model is robust and is capable of

capturing the effects of pulsation frequency, pulsation

amplitude and Rem on the tail pipe heat transfer.
4. Modeling and computation of the tail pipe flow

The mean fluid motion and heat transfer in the P-C

tail pipe is governed by the time-averaged equations of

continuity, momentum and energy. The time averaging

poses a closure problem, and the additional terms must

be suitably modeled [28]. For this purpose, two more

equations representing the conservation of turbulence

kinetic energy, k, and the turbulence dissipation rate, e,
are solved in their modeled forms. The k–e model is the

foundation on which the discussions in this paper are

based.

The operating parameters of the baseline pulsing flow

condition selected for detailed numerical study are

summarized in Table 1. The combustion chamber Prms

amplitude of 7.4 kPa was sufficient to cause periodic

flow reversals in the tail pipe. The tail pipe was 30 mm

square in cross-section and terminated in a large volume
acoustic de-coupler. For the steady, non-pulsing flow

case the same pipe configuration was used. The differ-

ence in Rem (3500 vs. 3750) is attributed to the temper-

ature dependent l and a marginally lesser mass flow

rate. Measurements were made at a distance of x ¼ 540

mm from the reaction chamber end. In the experiments,

the tail pipe was surrounded by another co-axial square

pipe and cooling air flowed in the annular space between

the two pipes. In effect, the arrangement was a simple

heat exchanger.

The tail pipe flow is modeled as an unsteady turbulent

flow in a 2-D channel, 30 mm high. The governing

equations were solved using JCODE, a research CFD

analysis program, based on the control-volume finite-

difference technique [29]. The cyclic mass flow rate into

the channel from the reaction chamber end was gradually

adjusted to match the experimentally measured center-

line velocity at the monitoring location. Since detailed

measurements of the wall temperature, TwðxÞ, were not

available for the CFD analysis a simple mathematical

model was developed to resolve this situation. The con-

vective heat transfer coefficient, hðxÞ, obtained from the

simulation of the channel flow was used in a simple 1-D

model of the tail pipe heat exchanger. A differential

model of heat exchange between the exhaust gas and

cooling air through the intervening wall was developed.

The model predicted the axial and temporal variation of

the lumped gas and wall temperatures in the square tail

pipe. The two sets of calculations proceeded simulta-

neously; the CFD simulation provided the wall temper-

ature model with the requisite hðxÞ values, and in return

received information from the wall temperature model

on the variation of TwðxÞ. Upon convergence, the

numerical results were monitored at x ¼ 540 mm. Using

the predicted h, the lumped gas temperature and Tw the

heat flux, q00w, and Nu at the walls of the square tail pipe

are calculated. The results, analyzed in both time-re-

solved and cycle-averaged manner, for the various

modeling approaches used are now presented.

4.1. Conventional modeling

The standard k–e model relies on wall functions to

avoid computations in the near-wall flow regions. In the

wall-function approach, the turbulent boundary layer

is delineated into two distinct zones. In each zone, it can

be shown that the distributions of velocity and temper-

ature follow a universal behavior under some crucial
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assumptions. The algebraic relations expressing this

universal behavior are called wall functions (WF). For

the simulations the tail pipe region was divided into 88

cells along x, and 10 cells along y from the flow center-

line. While the near-wall cell occupied nearly 32% of the

channel half-height, the remaining 9 cells were equally

sized. The reason for this non-uniformity is discussed

later. Sensitivity studies insured that the results are

independent of the grid cell size (in the bulk flow re-

gions) and turbulence inlet boundary conditions. In Fig.

2, the predicted values of Nu using the WF approach are

shown in a time-resolved manner along with the exper-

imental measurements. For comparison, Nu for the

baseline non-pulsing flow is also presented. It can be

seen that under pulsing flow conditions the cycle-aver-

aged Nu is higher than its corresponding steady flow

value. However, while the experiments indicate a sharp

increase in Nu during flow reversals, the numerical pre-

dictions show an opposite trend by decreasing to their

lowest values during these times. The large size of the

near-wall cell causes the predicted turbulence produc-

tion at these nodes to follow the bulk flow behavior,

directly impacting q00w and hence Nu.
Denoting evaluation at the near-wall node by the

subscript P , in the WF model the wall shear stress

sw ¼ fsUP=yP . If the near-wall node is inside the fully

laminar region, fs ¼ l. Else, if the near-wall node is in

the fully turbulent region of the boundary layer,

fs ¼ qC1=4
l k1=2P jyP= lnðEyþP Þ. Cl, j and E are standard k–e

model constants. The dimensionless scaling of the y-
coordinate is done as yþP ¼ C1=4

l k1=2P yP=m. The end result is

that fs is discontinuous across the interface of the two

regions, and results in a significant over-prediction of sw
if the near-wall node is positioned inside the fully lam-
Fig. 2. Cyclic variation of Nusselt number at the monitoring

location: baseline pulsing case.
inar region during the computations. A similar behavior

is encountered in the prediction of q00w. Hence, for all

times during an oscillation cycle it must be insured that

the near-wall nodes do not enter the fully laminar re-

gion. This explains the deliberate choice of the large-

sized near-wall cells. As an immediate consequence of

this, under pulsing conditions the near-wall flow cannot

be adequately resolved for phase differences with the

bulk flow. It is clear that WF k–e modeling fails to

adequately predict the time-resolved variations of

velocity and heat transfer rate under typical P-C oper-

ating conditions. The assumption of an equilibrium

behavior of the wall-layer flow, and an extension of a

steady flow WF k–e turbulence model to predict un-

steady wall-bounded flows by simply including time

derivatives in the governing equations assumes that the

Reynolds stresses behave in a quasi-steady manner in

spite of the imposed unsteadiness [30,31]. These assump-

tions fail when applied to P-C tail pipe flow.

4.2. Boundary layer wall model

The boundary layer wall model (BLWM) also adopts

a two-tiered approach to resolve the turbulence flow

field. In the outer bulk flow region the usual k–e model is

used, while in the near-wall boundary layer region a one-

equation model of turbulence is used. The demarcation

between the outer flow and the near-wall flow is chosen

to occur at a selected value of yþ. The numerical solu-

tions are merged at the chosen interface, insuring

smooth transition of the flow variables between the two

flow regions. In the BLWM, the model e-equation is not

solved below the selected yþ. Instead, l is prescribed

using a formula that resembles the Van Driest damping

function [32]. The model k-equation is solved all the way

to the wall, however. There are some major advantages

to using the BLWM for P-C tail pipe flows. First, a

transport equation for e is not solved in the near-wall

region. An acceptable form of the modeled e-equation is

yet to be established and the resolution of e near the wall
requires an extremely fine mesh [33]. The BLWM im-

poses no such grid restrictions. Second, the model pro-

vides high resolution of the wall-layer flow compared to

the WF approach. A third advantage is that, unlike the

WF approach, the heat transfer predictions are inde-

pendent of the near-wall cell size [27].

The governing equations are solved using one grid

for both the near-wall layer and outer region of the flow.

In the BLWM, the lower limit of the wall-layer region

coincides with the thickness of the viscous sub-layer,

yþ ¼ 5. Based on well-established measurements of

turbulent boundary layer flow [34], the wall-layer is as-

sumed to extend from yþ ¼ 5 to yþ ¼ 50. Using this

scaling, the dimensional thickness of the near-wall flow

is allowed to vary with x and t. A larger number of

cells occupy the wall-layer region when the wall layer



Fig. 4. Cyclic variation of turbulence energy generation at the

wall: baseline pulsing case.
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thickens during the cycle, compared to intervals when

the wall layer is relatively thinner. Below yþ ¼ 50,

l ¼ jy½1� expð�yþ=AþÞ�; Aþ ¼ 26; ð2Þ

and e ¼ C3=4
l k3=2=l. Beyond yþ ¼ 50, which is the

beginning of the fully turbulent region, the standard k–e
model equations are solved to yield the l-profiles. The
wall-layer prescription of l is matched with the outer-

layer length scale using function and derivative match-

ing conditions at yþ ¼ 50. Since the BLWM allows

positioning of the near-wall node within the viscous sub-

layer, sw and q00w are computed directly using Newton’s

law and Fourier’s law, respectively.

The predictions of the BLWM for the baseline puls-

ing flow were obtained using a mesh of 176 uniform cells

along x and 15 non-uniform cells along y. The cell

immediately adjacent to the wall was located at

y ¼ 0:01H . Simulation results with the near-wall cell

located at y ¼ 0:00625H exhibited insensitivity to the

size of the near-wall cell. Calculated profiles of U , during

the first half of the oscillation cycle, are shown in Fig. 3

(profiles for the second half look similar). The velocity

profiles are almost flat in the bulk flow regions, as would

be expected for a turbulent flow. The centerline velocity

starts from a maximum value of +95 m/s and reverses to

a maximum value of )60 m/s. The centerline flow

reversals occur at approximately t=T ¼ 0:26 and

t=T ¼ 0:67 (T is the cycle time-period). It is clearly seen

that the fluid near the wall reverses significantly earlier

than the fluid near the center of the channel. The near-

wall regions have lower momentum compared to the

bulk flow, and hence they respond more rapidly to the

oscillating pressure gradient. The WF model could not

predict such a phase difference. From Fig. 3 it also ap-

pears as though nothing similar to the Richardson’s
Fig. 3. Boundary layer wall model predictions of velocity

profiles at the monitoring location: baseline pulsing case.
annular effect [35,36] exists for the case of turbulent

oscillating flow in the P-C tail pipe. Similar observations

were made during the experiments, from the measured

U -profiles [37].

The time-resolved variation of Nu at x ¼ 540 mm is

shown along with the experimentally measured values in

Fig. 2. For comparison, the Nu for non-pulsing flow and

the WF predictions are also shown. The tendency of Nu
to peak during times of zero crossing of the centerline

velocity is not captured by the BLWM. Instead, roughly

at these times Nu attains its minimum values. During the

entire pulsation cycle the predicted Nu remains higher

than the steady flow value of 15, a trend that is observed

in the experiment. In contrast, the WF predictions of Nu
become lower than the steady flow value for two very

brief durations in a cycle. The enhancement in Nu due to

flow pulsations can be explained by referring to Fig. 4 in

which the cyclic variation of the dominant turbulence

energy production term, Pk , is shown. Also shown is the

corresponding value of Pk for the non-pulsing flow. In

both cases, Pk was evaluated at the near-wall node on the

x ¼ 540 mm plane. At times of zero crossing of the

velocity of the near-wall node (at t=T ¼ 0:19 and 0.60),

Pk is zero. At all other times during the cycle, Pk remains

significantly higher than its value under steady flow

conditions. This, in turn, leads to an increased u� which
is an indicator of the turbulence level in the wall layer.

The magnitude of Pk under steady flow conditions is

roughly 60 N/(m2s), almost insignificant when compared

with its values in the presence of large amplitude velocity

oscillations.

4.3. The effect of pressure gradients

Before proceeding further, a small modification to

the BLWM based on physical arguments is presented.



Fig. 5. Cyclic variation of wall heat flux at the monitoring

location: baseline pulsing case.

S. Thyageswaran / International Journal of Heat and Mass Transfer 47 (2004) 2637–2651 2643
For the prescription of l in the BLWM, an empirical

value of Aþ ¼ 26 has been traditionally used for high Re
flows [34]. The constant Aþ represents the effective thick-

ness of the viscous sub-layer, and various researchers

have used several alternative values [33,38,39]. In the

present research a value of Aþ ¼ 52 gave excellent pre-

dictions of q00w and Nu for the non-pulsing flow. In the

Sandia experiments, Rem ranged from 3100 to 4750,

which is extremely low for turbulent flow. Under non-

pulsing flow conditions, Aþ ¼ 26 over-predicted NuðxÞ at
all stations by roughly 25%.

Under typical pulsing conditions, the fluid in the tail

pipe experiences adverse and favorable pressure gradi-

ents twice during each cycle. The acoustic de-coupler

end of the tail pipe is effectively an open end with

pressure remaining equal to the atmospheric pressure.

The combustion chamber pressure, on the other hand,

varies in a sinusoidal manner during one pulsation cycle.

Using Q1, Q2, Q3, and Q4 to denote the quarters of each

cycle, during Q1 the fluid decelerates under an increas-

ingly adverse pressure gradient until the velocity be-

comes zero. The flow reverses direction, and accelerates

under a suddenly favorable pressure gradient during Q2.
After attaining a peak velocity in the reversed direction

the fluid decelerates once again, as the pressure gradient

becomes adverse. The flow reverses direction at the end

of Q3, and accelerates under a favorable pressure gra-

dient in Q4. Therefore, while the velocity fluctuates at a

frequency x, the fluid resident in the tail pipe feels the

effects of the imposed pressure gradient at twice the

frequency, i.e. 2x. It is well known that adverse pressure

gradients enhance turbulence, whereas favorable pres-

sure gradients suppress turbulence [35]. The response of

the turbulent boundary layer to the imposed pressure

gradients can be effectively modeled by allowing Aþ to

vary during a cycle. So far, the treatment of Aþ can best

be described as quasi-steady since its value remained

constant during an entire cycle.

A simple way of enforcing this variation is through

the use of Eq. (3):

Aþ ¼ Aþ
q:s:½1þ c cosð2xtÞ�; ð3Þ

in which Aþ
q:s: ¼ 52 and c ¼ 0:9. As a consequence, with

increasing adversity of the pressure gradient, Aþ < Aþ
q:s:

whereas during times of favorable pressure gradient,

Aþ > Aþ
q:s:. Though the value of c is arbitrarily assigned

for now, the use of Eq. (3) helps shed valuable light on

the heat transfer behavior in the tail pipe flow. The

computational code was suitably modified, and the

baseline pulsing flow case was simulated. The resulting

prediction of q00wðtÞ at x ¼ 540 mm is shown in Fig. 5.

The prediction of the baseline BLWM is also shown, for

comparison. The two peaks in the predicted q00w coincide

very nearly with the peaks in the experimental result. In

the time interval between the first peak and the second,
the predicted q00w remains lower in magnitude than the

experimentally measured values. While the heuristic

prescription of Aþ captures the twin peaks in the q00w
variation, such an approach is a crude expedient to

model the effects of unsteady pressure gradients on the

wall-layer turbulence. Heuristic prescriptions are tedious

to devise and implement as the flow situation becomes

complex and, more importantly, lack generality. The

arbitrary specification of c makes the approach appear

problem-specific. A flow-based wall-layer turbulence

model, capable of accommodating a broad range of

changes under different flow situations, is highly desir-

able.

For the case of an ensemble-averaged oscillating

turbulent flow in a pipe, in the central regions of the

pipe, the fluid responds in a slug-like fashion to the

imposed pressure gradient according to qoU=ot ¼ �oP=
ox. For sinusoidal oscillations, of the form U ¼ UmðyÞþ
UaðyÞ expðixtÞ, the solution is given by xqUa ¼ joP=oxj.
Hence, even small amplitude velocity oscillations can

cause the amplitude of the pressure gradient oscillations

to be much larger than the mean pressure gradient, at

large x [40]. In the case of a P-C, the turbulent flow in

the tail pipe is characterized by a time-varying pressure

gradient whose effects on the turbulence must be mod-

eled properly. Though several models have been devel-

oped to account for the effects of pressure gradients on

turbulent boundary layers, in this paper the focus is on

one-equation models. It has been suggested that the Van

Driest prescription should not be used for flows with

strong adverse pressure gradients [41]. Since yþ is tra-

ditionally defined as yþ ¼ usy=m, the vanishing of sw at

flow separation means the term ½1� expð�yþAþÞ� ¼ 0,

and hence l and lt will be inappropriately predicted as

zero. In the BLWM, us is replaced by u� which is based

on k. This way, even if sw ! 0, l and lt in the wall layer

remain non-zero.



Table 2

Various algebraic prescriptions for Aþ

Prescription Reference Remarks

Aþ ¼ Aþ
m½1� 11:8pþ�1=2 [41] pþ ¼ ðm=qu3sÞðUedUe=dxÞ, steady flow

Aþ ¼ 25:0=ð1þ 37:2pþÞ [42] pþ ¼ ðm=qu3sÞðdP=dxÞ, steady flow

Aþ ¼ Aþ
mð1� 25pþ þ 1540pþ2 þ � � �Þ [40] Aþ

m ¼ 26, pulsating flow
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Three existing algebraic prescriptions for Aþ to

model the effects of pressure gradients are summarized

in Table 2. Each proposal has a serious shortcoming

when applied to P-C flow or, in general, to flows with

unsteady pressure gradients. Under certain operating

conditions, large time-varying pþ can cause the Aþ of

each prescription to become negative or imaginary,

which is clearly inappropriate. In all of these proposals,

an adverse pressure gradient (pþ > 0) causes a decrease

in the value of Aþ whereas a favorable pressure gradient

(pþ < 0) causes an increase in the value of Aþ. All pro-

posals work best for small pþ only. A key feature of the

first two proposals for Aþ is that they were developed for

steady flows. Although these models have been used for

various turbulent flows, none of these have been applied

specifically to P-C tail pipe flows. Attempts to simulate

the base operating condition (x ¼ 83 Hz) using all three

prescriptions failed because of the prediction of a

physically meaningless Aþ.

4.4. The unsteady wall layer model

Consider an element of fluid adjacent to the wall,

experiencing flow reversals under an imposed oscillatory

pressure gradient. Four possible combinations of fluid

velocity U and pressure distribution are possible, and

these have been summarized in Table 3. Following

convention, the entries in this table show both U and

oP=ox as positive when U is in the direction of increasing

x and the pressure P increases with an increase of x.
Under such conditions, for example, we have an adverse

pressure gradient and UoP=ox is positive. All four

combinations can be identified with the conditions in the

tail pipe during each quarter of the pulsation cycle. It is

concluded that UoP=ox > 0 implies adverse pressure

gradients, whereas UoP=ox < 0 implies favorable pres-

sure gradients. It can be argued that Aþ should be al-
Table 3

Velocity and pressure gradients in the pulse combustor tail pipe

Quarter of the pulsation cycle

I II

Velocity U > 0 U < 0

Pressure gradient oP=ox > 0 oP=ox > 0

UoP=ox > 0 < 0

Flow conditions Adverse Favorable
lowed to depend on UoP=ox (scaled in an appropriate

manner) in order to model the effects of pressure gra-

dients on turbulent oscillating flows with flow reversals.

The formulation can be according to Aþ ¼ AþðuþpþÞ,
where uþ ¼ Uavg=u� and pþ ¼ ðlw=ðq2

wu
3
�ÞÞðoP=oxÞ. The

term Uavg denotes a space-averaged U in the wall layer,

i.e. yþ < 50. There is another compelling reason for

modeling the dependence of Aþ on UoP=ox. It will be
recalled that it was necessary to allow Aþ to fluctuate at

a frequency of 2x, in order to qualitatively predict the

peaks in q00wðtÞ during a pulsation cycle. Both U and

oP=ox oscillate in a sinusoidal manner at a frequency x;
hence UoP=ox will oscillate at a frequency 2x.

To formulate Aþ a few simple guidelines were used,

and the following expression is proposed:

Aþ ¼ ½2 expð�aÞ=ðexpð�aÞ þ expðaÞÞ�Aþ
q:s:;

a ¼ 6:0uþpþ; if uþpþ > 0;

a ¼ 1:7uþpþ; if uþpþ < 0:

ð4Þ

The exponential functions prevent Aþ from becoming

negative during any part of the calculations. It will be

recalled that joP=oxj is directly proportional to x. Under

very low x, joP=oxj becomes small and its effect on the

near-wall turbulence is expected to be insignificant.

Hence, as pþ ! 0, a ! 0, and Aþ then equals its quasi-

steady value of 52. It will be noted that a ¼ 0 when

uþ ¼ 0, not just when pþ ¼ 0. However, uþ ¼ 0 only

twice during a pulsation cycle when Uavg becomes zero.

Under these flow conditions the effect of the pressure

gradient on the turbulent flow is expected to be imma-

terial. Finally, it will be observed that when a > 0 (ad-

verse oP=ox) the expression predicts Aþ < 52, and when

a < 0 (favorable oP=ox) the expression predicts Aþ > 52.

When the proposed variation of Aþ (Eq. (4)) was

implemented in the BLWM, it was observed that

whereas the predicted Nu showed two peaks during its
III IV

U < 0 U > 0

oP=ox < 0 oP=ox < 0

> 0 < 0

Adverse Favorable



Fig. 6. Cyclic variation of wall heat flux at the monitoring

location: baseline pulsing case.
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variation in one cycle both these peaks occurred signif-

icantly earlier in time than the peaks obtained in the

experiments. The peaks occurred at t=T ¼ 0:18 and 0.59

(compared to t=T ¼ 0:28 and 0.72, respectively, in the

experiments). In its present form, therefore, the model is

still incapable of predicting the correct phase behavior

of the wall heat transfer. For unsteady turbulent flows

in which the pressure gradient changes rapidly, the

assumption of an inner-region quasi-steadiness implied

by Eq. (4) is inappropriate. The instantaneous change of

Aþ with uþpþ requires that the conditions within the

inner regions attain equilibrium in a time-scale that is

much smaller than the time-period of the imposed

unsteadiness. This is only possible if the changes in

oP=ox occur at an extremely low x. If oP=ox changes

rapidly in time, the response of the sub-layer lags

changes in oP=ox. A similar argument holds for the case

of a steady turbulent boundary layer in which oP=ox
changes rapidly along x. A popular approach to model

the delayed response of the sub-layer, to rapid changes

in pþ is through the use of lag equations of the form

[39,42].

dAþ
eff=dx

þ ¼ CLðAþ � Aþ
effÞ: ð5Þ

In Eq. (5), Aþ
eff is the ‘‘effective’’ value corresponding to

the quasi-steady estimate of Aþ, CL is a modeling con-

stant, and xþ ¼ usx=m. A rate equation similar to Eq. (5),

dðoP=oxÞeff=dðtu2�=mÞ ¼ CL½ðoP=oxÞ � ðoP=oxÞeff �; ð6Þ

was used in the past to predict sw in turbulent, pulsating

pipe flow [40]. In this case too, the reasoning used was

that the sub-layer would not respond instantaneously to

rapid changes in pþ. Hence, additional equations to

introduce lag effects appear necessary.

Different operating conditions were simulated using

the prescription for Aþ given in Eq. (4). The cases se-

lected were at x ¼ 67, 74, 83 and 101 Hz, and had been

investigated experimentally by varying the length of the

P-C tail pipe [2]. When plotted against normalized cycle

time, the peaks in Nu occur at almost identical instances

during the cycle, t=T ¼ 0:2 and 0.6, for all four cases.

The similarity among the predicted phase behavior and

the experimentally observed phase behavior of q00w, for all
the four pulsation frequencies implies that a lag equa-

tion of the form

dAþ
eff=ds ¼ CLðAþ � Aþ

effÞ ð7Þ

could be used to model the first-order response of the

wall-layer turbulent boundary layer in the P-C tail pipe

to an imposed unsteady pressure gradient. The variable

s ¼ t=T , and after several trials a value of CL ¼ 70 was

chosen. Eqs. (4) and (7) taken together complete the

prescription for the unsteady wall layer model

(UWLM).
5. Results and discussion

The base operating condition was simulated using

different grid arrangements to insure that the results are

grid-independent. All the results discussed in this section

are based on a mesh consisting of 176 cells in the x-
direction and 15 cells in the y-direction, with a near-wall

resolution of 0:01H . Fig. 6 shows the temporal variation

of q00w at the monitoring location along with the experi-

mentally measured values. Also shown are the variations

of q00wðtÞ obtained using the WF model and the baseline

BLWM. It can be seen that with the UWLM the peaks

in q00w, which occur approximately during the times of

zero crossing of the centerline velocity, are predicted

properly. Both the magnitude and the phase-position of

the peaks in q00w are captured well. The agreement be-

tween the numerical prediction and the measurements of

q00w deteriorates during the time interval 0:36 t=T 6 0:67,
shortly after the first zero crossing of the fluid velocity.

During this interval, the measured values remain higher

than the numerical predictions.

The numerical prediction of the cyclic variation of Nu
in the 2-D channel using the UWLM is plotted in Fig. 2

along with the experimentally obtained variation. The

variations of NuðtÞ predicted by the WF model and the

baseline BLWM are also shown. In a manner similar to

q00w, the phase variation of Nu is predicted very well.

Peaks occur in the predictions at instances that are al-

most synchronous with the experimental measurements,

roughly during the times of zero crossing of the fluid

velocity. The magnitude of Nu is predicted reasonably

well during the quarters of the cycle preceding the first

reversal of the gas velocity and following the second

reversal of the gas velocity. In the intervening period, the

predicted Nu does not compare favorably with the

experimental values, consistent with q00wðtÞ behavior

during this interval (see Fig. 6).



Fig. 7. Axial variation of cycle-averaged Nusselt number:

baseline pulsing case.

Fig. 8. Cyclic variation of gas temperature at the monitoring

location: baseline pulsing case.

Fig. 9. Axial variation of cycle-averaged gas temperature:

baseline pulsing case.
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The cycle-averaged NuðxÞ variation is shown in Fig.

7. The results of the WF model and the baseline BLWM

are also shown. The agreement between the predictions

of the UWLM and the measured values is good, except

at the last station, x ¼ 740 mm. The sharp variation in

Nu observed near the reaction chamber end of the tail

pipe (and, to a lesser extent, at the acoustic de-coupler

end) indicates the presence of hydrodynamic and ther-

mal entrance regions. Closer to the acoustic de-coupler

end, the measurements indicate large rates of q00w than

those predicted by the numerical model. The reason

could be that regions of separated flow may exist near

the sharp-edged corners of the tail pipe and de-coupler

junction. However, no detailed measurements were

made to confirm the existence of separated flow near this

end of the tail pipe [2]. In order to verify the speculation

it is necessary to include the de-coupler in the calculation

domain at the expense of a significant increase in the

number of grid points. For this reason, and in accor-

dance with the other objectives of this study, such cal-

culations were not made.

The time-resolved variation of the gas bulk temper-

ature, Tg is compared with the measured variation, in

Fig. 8. The predicted temperature variation is nearly

sinusoidal, similar to the predictions of the WF model

and baseline BLWM. Unlike the experimental variation,

the predicted Tg does not undergo a reduction during

times of zero crossing of the centerline velocity. All the

calculations predict a cyclic variation of Tg consistent

with the back-and-forth advection of enthalpy. While it

could be argued that the sudden decrease in Tg is due to
an increased q00w during flow reversal, the subsequent

increase in Tg as seen in the measured data is not readily

explainable. Since the experimental measurements of Tg
were confined to the transverse mid-plane (z ¼ 0) of the

square cross-section tail pipe, it has been suggested that

this increase could be due to transverse flows in the tail
pipe during flow reversal [43]. With the use of a 2-D

channel as the calculation domain, instead of the actual

tail pipe with its square cross-section, it is impossible to

evaluate this possibility. The axial variation of the cycle-

averaged gas temperature, TgðxÞ, predicted by the

UWLM is shown in Fig. 9 along with the measure-

ments and the results of the WF model and the baseline

BLWM. It is apparent that the agreement between the

predictions and the measurements is good for most of

the entire length of the tail pipe. Near the de-coupler

end, however, the calculated Tg tends to be higher than

the measurements.

5.1. The effect of pulsation frequency

For studying the effects of pulsation frequency on the

heat transfer, the length of the tail pipe was varied to

alter the natural resonance frequency of the P-C [2]. In
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addition, controlling the mixing rate of the reactants and

the chemical reaction rate also enabled the frequency

and amplitude of pulsations to be varied. In this man-

ner, pulsation frequencies from 54 to 101 Hz were

studied. Stable operation of the P-C was difficult below

67 Hz, hence swirl-injection of the reactants was resorted

to for x ¼ 54, 59 and 65 Hz. At the remaining fre-

quencies of 67, 74, 83 and 101 Hz, axial injection was

used. With a 2-D model of the tail pipe region numerical

studies of the operation with swirl-injection could not be

made. The flow cases with axial-injection were simulated

numerically and the results were compared with the

experimental measurements.

In the experiments, x did not vary independently of

the other operating parameters. Most notably, changes

in the length of the tail pipe caused a variation in the

inlet and exit temperatures of the exhaust gas. This

caused a variation in the thermal properties of the gas

resident in the tail pipe, affecting heat transfer in a

complicated manner. The r.m.s. values of the combus-

tion chamber pressure oscillations varied with changes

in the tail pipe length, as well. Therefore, isolation of the

effect of x on the P-C tail pipe heat transfer is, strictly

speaking, impossible. However, certain trends in the tail

pipe heat transfer emerge when Nu is plotted against x.
In Fig. 10, the variation of the cycle-averaged Nu

averaged over the entire length of the tail pipe is shown

for the four frequencies of pulsation that were simu-

lated. Also shown are the spatially averaged values of Nu
obtained in the experiments using standard heat ex-

changer log-mean temperature difference (LMTD) cal-

culations [2]. It can be seen that both the numerical

predictions and the experimental results indicate that the

spatially averaged Nu increases with x. The predictions

suggest that at lower frequencies the Nusselt number

increases sharply, but levels off as x increases beyond

83 Hz. A similar trend is observed in the experimental
Fig. 10. Cycle- and space-averaged Nusselt numbers: effect of

pulsation frequency.
results. The numerical simulations predict spatially

averaged Nu values that are smaller than their corre-

sponding experimental values, for each of the four

operating frequencies that were considered. Little

attention should be paid to this discrepancy, due to the

substantial difference in the calculation approaches used.

The experiments used a standard LMTD relation based

on (a) an adiabatic heat exchanger, and (b) fluids of

constant specific heat. Both these assumptions are vio-

lated since the outside surface of the annular tail pipe

assembly was exposed to ambient air, and the exhaust

gas temperature undergoes a 500 K drop from inlet to

exit. The numerical calculations, however, provide de-

tailed axial resolution of the cycle-averaged Nu without

any of the simplifying assumptions used in the experi-

ments.

The effects of pulsation frequency on the tail pipe

heat transfer can be traced back to the effects of x on the

amplitude of the imposed pressure gradient in the tail

pipe. As has been shown in Section 4.3, if q and Ua are

considered invariant, joP=oxj is directly proportional to

x. It is therefore expected that an increase in pulsation

frequency and pressure gradient amplitude will influence

the turbulence in the tail pipe, which we model through

the use of the pressure gradient parameter, uþpþ.

5.2. The effect of pulsation amplitude

For each resonance frequency that was studied in the

experiments, the energy release from combustion was

timed to yield the maximum pulsation amplitude. The

combustion chamber pressure, Prms was used as a mea-

sure of the pulsation amplitude. In order to study the

effects of pulsation amplitude on tail pipe heat transfer

at each x, the pulsation amplitudes were decreased from

their maximum values by the addition of varying

amounts of nitrogen. The effects of pulsation amplitude

at x < 67 Hz were studied with swirl-injection of the

reactants. The remaining cases at 67, 74, and 101 Hz

were studied with axial injection. Unlike swirl-injection,

which allowed the P-C to be operated stably over a

range of pulsation amplitudes, the axial-injection cases

were limited to a relatively narrow range of pulsation

amplitudes. In addition, for the axial-injection cases the

range of pulsation amplitudes over which measurements

were possible narrowed as x increased from 67 to 101

Hz [2].

In the experiments, for a given x, an increase in the

combustion chamber Prms coincided with an increase in

the velocity oscillation amplitude, Uosc-max at the moni-

tored location. The time-averaged mean velocity, Um

showed a tendency to increase as Prms decreases for a

given x. The increase in Um is due to the detuning of the

energy release rate with an increase in the mass flow

rate of nitrogen. Fig. 11 shows the effect of combus-

tion chamber Prms on the tail pipe heat transfer, for the



Fig. 11. Effect of pulsation amplitude on cycle- and space-

averaged Nusselt number.

Fig. 12. Cycle- and space-averaged Nusselt numbers: effect of

mean flow Reynolds number. The filled symbols represent

predictions of the unsteady wall layer model.
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pulsation frequencies that were studied using axial

injection. Both the measured and the predicted values of

Nu are shown. The numerical simulations were restricted

to four pulsation amplitudes at 67 and 74 Hz, and only

two closely-spaced pulsation amplitudes at 101 Hz.

Enough data was not available to study the effects of

pulsation amplitude at x ¼ 83 Hz.

From Fig. 11 it can be seen that for a given pulsation

amplitude, Nu increases with x. This trend is observed in

both the experimental and the numerical results, and is

consistent with the trend in Fig. 10. In addition, for a

given x, Nu increases with pulsation amplitude. Both the

measurements and the numerical predictions support

this conclusion. Except at 74 Hz, for which the Nu shows
a slight decrease when Prms increases from 7.6 to 8.0 kPa,

for all other frequencies there is a distinct increase in Nu
with pulsation amplitude. As the pulsation amplitude

increases at a particular x, the magnitude of the velocity

oscillations in the tail pipe increases, causing an increase

in the turbulent heat transfer at the wall.

5.3. The effect of mean flow rate

By varying the mean mass flow rate of reactants

supplied to the combustor, and the amount of nitrogen

added to the products of combustion, the effects of Rem
on the tail pipe heat transfer enhancement were studied

[2]. An increase in the mean mass flow rate of the

reactants implies an increase in the thermal energy re-

lease, and a corresponding increase in the combustion

chamber Prms. A range of Rem varying from 3100 to 4750

were studied experimentally, using a tail pipe whose

length was constant. Despite the inability to vary the

mean mass flow rate independently of x and Prms the
experimental results indicate a definitive trend in the

heat transfer enhancement with Rem.
Fig. 12 is a reproduction of a plot published in the

experiments showing the effects of Rem on Nu, relative to
steady flow at the same Rem. Observations were made at

Rem ¼ 3100, 3450, 3750, 4400 and 4750. The abscissa of

Fig. 12 is the combustion chamber Prms which varied

from one case to the next, while the ordinate is the ratio

expressing the Nusselt number enhancement. The time

and space-averaged Nu during pulsing flow was obtained

using LMTD heat exchanger calculations at each oper-

ating condition, as mentioned earlier. The corresponding

steady flow Nu was obtained using the Dittus–Boelter

correlation [19]. When plotted in this manner, it is ob-

served that the heat transfer enhancement decreases with

an increase in Rem. While the data points for Rem ¼ 3100,

3450 and 3750 lie closely bunched around the factor 2.75,

there is a noticeable decline in the enhancement at

Rem ¼ 4400 and 4750.

Based on the experimental results shown in Figs. 10

and 11, where it was observed that the Nu enhancement

increases with x and pulsation amplitude, it was con-

cluded that the decrease in Nu enhancement with an in-

crease in Rem is a definitive trend. In order to evaluate this

trend, the UWLMwas used to simulate some of the cases

studied in the experiments. The simulations yielded one

data point for each Rem and the predictions are shown in

Fig. 12 using filled symbols. It was observed that as the

value of Rem increases, the ratio Uosc-max=Um decreases.

The decrease in the velocity amplitude ratio occurs

simultaneously as the ratio Nu=Nusteady decreases. This

dependence of the Nu enhancement on the parameter

Uosc-max=Um can be explained in the following manner.

For turbulent flow in a duct, the major contribution

to the generation of turbulence energy in the near-wall

region comes from the wall shear stresses acting on the
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mean velocity gradient in the flow. In the P-C tail pipe,

the generation of turbulence energy under pulsing flow

conditions is expected to be significantly larger than the

generation of turbulence energy under non-pulsing flow

conditions (see Fig. 4). The increase is attributable to an

increase in the velocity gradient (and therefore sw)
caused by the imposed velocity oscillations. Consider

two hypothetical cases of gas flow in a duct. In the first

case, the steady flow Re is extremely small (Um is nearly

zero). Under these conditions, the heat transfer to the

walls of the duct is also expected to be extremely small

(Nusteady is nearly zero). At this stage, the gases in the

duct are subjected to a large amplitude oscillation,

Uosc-max. As a result, the heat transfer will increase be-

cause of an increase in turbulence within the duct, lead-

ing to essentially a very large amount of heat transfer

enhancement. In other words, the ratios Uosc-max=Um and

Nu=Nusteady will be large numbers. In comparison, if

for the second case the Reynolds number under non-

pulsing flow were quite large to begin with, the steady-

state heat transfer to the walls of the duct would be

substantial as well. The imposition of a velocity oscilla-

tion identical to the first case will result in relatively small

values for the ratios Uosc-max=Um and Nu=Nusteady. Hence

the ratio Uosc-max=Um plays an important role in deter-

mining the heat transfer enhancement. For the five

cases that were used to study the effects of Rem, the

ratio Uosc-max=Um monotonically decreases, causing a

decline in the heat transfer enhancement with an increase

in Rem.
6. Conclusions

It was demonstrated that the use of the conventional

wall-function (WF) k–e model is inadequate to predict

the magnitude and phase of the time-resolved heat

transfer to the walls of the tail pipe under pulsing flow

conditions. WF modeling could not adequately resolve

the phase difference between the near-wall and bulk flow

in the presence of flow pulsations. Attempts to resolve

the near-wall flow, with more computational cells in the

oscillatory boundary layer, caused the near-wall nodes

to enter the fully viscous domain. This, in turn, causes

deterioration in the results as WF predictions of sw and

q00w depend heavily on the local yþ-scaling of the near-

wall nodes. The influence of the positioning of the near-

wall nodes on the results demands some a priori

knowledge of the flow field on the part of the user. The

limitations of the WF model in providing a detailed

resolution of the near-wall flow field directly impacts the

predictions of q00w which is governed primarily by the

dynamics of the near-wall flow.

An alternative quasi-steady near-wall turbulence

model demonstrated superior capabilities in resolving

the near-wall flow. The boundary layer wall model
(BLWM) uses an algebraic prescription for the near-wall

l, and eliminates the computational burden of solving a

transport equation for e with several nodes in the near-

wall region. Using this model it is possible to position

nodes very close to the wall and obtain a detailed reso-

lution of the phase differences between the near-wall and

bulk flow velocities under pulsing flow conditions. Un-

like the WF model, no ad hoc restrictions are imposed

on e at the near-wall nodes. This allows the near-wall

nodes to adjust themselves to the time-varying condi-

tions of the wall-layer flow during the pulsing opera-

tion of the combustor. However, similar to the WF

results, the magnitude and phase of the time-resolved q00w
predictions are poor during pulsing operation of the

combustor. In the presence of flow pulsations, the time-

resolved Nu prediction of the quasi-steady BLWM

shows a distinct increase over its steady flow value. This

is due to an increased production of k, driven by an

increase in the mean flow strain rate in the presence of

large amplitude velocity oscillations.

Significant improvements in the phase predictions of

the time-resolved q00w were noted when the BLWM was

modified to accommodate a time-varying Aþ in the pre-

scription for l. It was argued that the notion of adverse or

favorable pressure gradient on the near-wall flow could

be addressed by the sign of the term UoP=ox. A dimen-

sionless prescription for Aþ was formulated as Aþ ¼
AþðuþpþÞ. The Unsteady Wall Layer Model (UWLM),

which uses a flow-based prescription for Aþ also assumes

a delayed response of the near-wall layer turbulence to

the rapidly fluctuating pressure gradient. The resulting

predictions of wall heat transfer were found to be in good

agreement with the measurements for the base operat-

ing condition. The time-resolved variation of the gas

temperature showed a sinusoidal behavior, indicative of

the back-and-forth advection of enthalpy. The sudden

decrease in the gas temperature during flow reversals, as

observed in the experiments, was not captured. The

UWLM was used to study the effects of pulsation fre-

quency, pulsation amplitude and mean flow Reynolds

number on heat transfer enhancement under pulsing flow

conditions. Several operating conditions from the exper-

iments, encompassing a range of x from 67 to 101 Hz,

pulsation amplitudes (quantified by the combustion

chamber Prms) from 6.0 to 9.0 kPa, and Rem from 3100 to

4750, were simulated. Even though the operating para-

meters could not be varied with complete independence,

the proposed model captures the observed trends in the

heat transfer enhancement due to variations in x, pul-
sation amplitude and Rem.
7. Summary

A computational turbulence model has been devel-

oped for the prediction of heat transfer to the walls of a
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P-C tail pipe. The primary objective was to fill a void

that currently exists in the field of P-C heat transfer

modeling, by developing a CFD-based model that can

be used as a practical design tool for P-C system simu-

lations. By simulating several flow cases from the

experiments [2], it was observed that the proposed model

correctly captures the trends in heat transfer enhance-

ment due to an increase of pulsation frequency, pulsa-

tion amplitude and mean flow Reynolds number. All the

models discussed in this paper, however, failed in pre-

dicting the sudden decrease (and subsequent increase) in

the gas temperature observed in the experiments during

the times of flow reversal. To evaluate whether the gas

temperature behavior during flow reversals is influenced

by transverse flows as has been suggested [43], a 3-D

model of the square cross-section tail pipe domain must

be used. Full 3-D simulations could also help in further

evaluation of the proposed Unsteady Wall Layer Model,

using experimental cases that involved swirl injection of

reactants.
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